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A B S T R A C T

Supercontinuum (SC) generation directly from noise‐like pulse (NLP) emission is demonstrated in a mode‐
locked thulium‐doped all‐fiber laser with nonlinear polarization rotation. The laser supports NLP emission at
a repetition rate of 812.79 kHz, producing optical pulses of 2 ns pulse duration and 400 nm of optical band-
width, which expands from 1800 nm to 2200 nm at floor level and covers the entire thulium band. The SC
source presents a high dynamic range, higher than 50 dB, a high degree of spectral flatness, without significant
spectral variations or pump remnants, and an output average power of 20.25 mW. Moreover, our proposal
avoids the inclusion of external components and devices, thus preserving the robustness and simplicity in a sin-
gle all‐fiber system.

1. Introduction

In recent years, fiber‐optic light sources generating noise‐like
pulses (NLPs) have become essential optical sources with a great vari-
ety of applications in many research fields, such as spectral domain
optical coherent tomography (You et al., 2015; Bizheva et al., 2003),
nonlinear frequency conversion (Smirnov et al., 2014), optical metrol-
ogy and sensing (Goloborodko et al., 2003; Putnam et al., 1998),
micromachining (Mutlu Erdoǧan et al., 2011; Özgören et al., 2011),
low‐coherence spectral interferometry (Keren et al., 2002, 2003;
Keren and Horowitz, 2001), among others. One of the most distin-
guishing features of NLP sources is the emission of broad and smooth
optical spectrum, exhibiting an optical bandwidth that is typically on
the order of a few tens of nanometers (Liu et al., 2016, 2017;
Michalska and Swiderski, 2019). In the time domain, NLP emission
is also identified by nanosecond or sub‐nanosecond bunches of pulses,
comprising a pulse envelope that is composed of an inner structure of
ultrashort optical sub‐pulses with random peak amplitudes and distri-
bution. These unique properties make NLP sources a very attractive
solution to generate strong nonlinear phenomena in optical fibers.
Their capacity of long‐pulse generation is advantageous to avoid pulse
dispersion over long distances, while maintaining high peak power

levels in their sub‐pulse structure. Therefore, nonlinear effects are fea-
sible in fibers with low nonlinear coefficients, such as conventional
optical fibers, or in fibers whose dispersion is not especially designed
for this purpose. In addition to these benefits, NLP emission does not
seem to require a fine adjustment of the cavity parameters, and they
can be found over a wide variety of fiber laser architectures, operation
wavelengths and dispersion regimes. For a cavity operating through a
nonlinear polarization rotation technique, polarization defines the
nonlinear transmission of the passive mode locker. Therefore, it is
common to access to a NLP regime by properly adjusting the pressure
and orientation of the polarization controllers.

While there has been an exceptional progress in developing fiber‐
based NLP sources, the increasing demands for broader optical band-
widths have led researchers to investigate new schemes and alterna-
tives to expand the NLP spectrum to reach a supercontinuum (SC)
regime, where an issue of particular interest is the feasibility of NLPs
to produce a large SC spectrum without the assistance of external fiber
devices or components, such as double‐clad power amplifiers or spe-
cialty nonlinear optical fibers. This added requirement can lead to
the development of SC light sources based on a single fiber‐optic sys-
tem, making the SC source more robust, stable, with low economic
cost and simple operation. Following this research line, only one
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3Institute of Chemistry & Biochemistry, Freie Universität Berlin, Takustraße 3, 14195 Berlin, Germany
4Departamento de Farmacia, División de Ciencias Naturales y Exactas, Universidad de Guanajuato. Noria Alta s/n, 36050,
Guanajuato, Gto., México
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Background: TNF-α is a cytokine involved in in!ammation. Surface-enhanced Raman spectroscopy (SERS)
could be useful in its detection. Aim: Identify the TNF-α in an aqueous solution, using gold nanoparticles
(AuNPs) as a SERS substrate. Materials & methods: Raman and SERS spectra were obtained from TNF-
α samples, combined with AuNPs, with decreasing concentrations of TNF-α. The samples were analyzed
using optical transmission spectroscopy, dynamic light scattering, and transmission electron microscopy.
Results: Transmission electron microscopy/dynamic light scattering determined a change in the average
diameter of the TNF-α/AuNPs (∼9.6 nm). Raman bands obtained were associated with aromatic amino
acid side chains. We observe Raman signals for TNF-α concentrations as low as 0.125 pg/ml. Conclusion:
TNF-α signal at physiological concentrations was determined with SERS.

First draft submitted: 30 July 2020; Accepted for publication: 5 November 2020; Published online:
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Cytokines are a group of proteins and glycoproteins that act as regulators of immune and inflammatory responses.
The cytokines group includes interleukins, TNFs, interferons, colony-stimulating factors and chemokines [1]. The
TNF superfamily of cytokines engages specific cell surface receptors. These interactions activate signaling pathways
for cell survival, apoptosis and differentiation that control immune function and disease [2]. TNF-α is a cytokine,
constituted by 157 amino acids with a molecular weight of 17 kDa, which is well known to be involved in the genesis
of inflammation and autoimmunity [3]. Activated macrophages and T cells synthesize this cytokine. Nevertheless,
many other cells, such as B-cells, neutrophils and endothelial cells, have also been described to produce TNF-α
during inflammation as TNF-α is directly related to protective immunity, cancer and autoimmunity. Its accurate
quantification in the blood could assess cytokine response in different diseases [4]. When the immune system is
working correctly, TNF-α acts beneficially to protect the organism. If tissue damage or infection occurs, TNF-α
develops a pro-inflammatory action; this favors the recruitment of lymphocytes and neutrophils, as well as antigen
recognition, which leads to remodeling and recovery of tissues [5,6,7]. Moreover, the concentration of TNF-α in
the plasma of patients with cardiovascular diseases is higher than those found in healthy individuals. For instance,
Ridker et al. have found that TNF-α plasma levels above 4.17 pg/ml indicated an increased risk of recurrent
coronary events, even after adjustment to conventional cardiovascular risk factors [8]. Indeed, the serum level of
TNF-α has been reported approximately 100 pg/ml in various hypertensive conditions in humans [9]. However,
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 %JWJTJṔO EF *OHFOJFSÎBT $*4
 6OJWFSTJEBE EF (VBOBKVBUP

$BSSFUFSB 4BMBNBODB�7BMMF EF 4BOUJBHP ,N ��� + ��� ,N
 $PNVOJEBE EF 1BMP #MBODP
 4BMBNBODB
 (UP

�����
 .F́YJDP
� %FQBSUBNFOUP EF $JFODJBT #B́TJDBT� 6OJWFSTJEBE "VUṔOPNB .FUSPQPMJUBOB�6OJEBE "[DBQPU[BMDP
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MAXIMUM RECTILINEAR CONVEX SUBSETS
⇤

HERNÁN GONZÁLEZ-AGUILAR† , DAVID ORDEN‡ , PABLO PÉREZ-LANTERO§ ,

DAVID RAPPAPORT¶, CARLOS SEARAk, JAVIER TEJEL#, AND JORGE URRUTIA††

Abstract. Let P be a set of n points in the plane. We consider a variation of the classical
Erdős–Szekeres problem, presenting e�cient algorithms with O(n3) running time and O(n2) space
complexity that compute (1) a subset S of P such that the boundary of the rectilinear convex hull
of S has the maximum number of points from P , (2) a subset S of P such that the boundary of the
rectilinear convex hull of S has the maximum number of points from P and its interior contains no
element of P , (3) a subset S of P such that the rectilinear convex hull of S has maximum area and
its interior contains no element of P , and (4) when each point of P is assigned a weight, positive or
negative, a subset S of P that maximizes the total weight of the points in the rectilinear convex hull of
S. We also revisit the problems of computing a maximum area orthoconvex polygon and computing
a maximum area staircase polygon, amidst a point set in a rectangular domain. We obtain new and
simpler algorithms to solve both problems with the same complexity as in the state of the art.

Key words. Erdős–Szekeres problems, convex subsets, optimization, rectilinear convex hull

AMS subject classification. 68U05

DOI. 10.1137/19M1303010

1. Introduction. Let P be a point set in general position in the plane. A subset
S of P with k elements is called a convex k-gon if the elements of S are the vertices
of a convex polygon, and it is called a convex k-hole of P if the interior of the convex
hull of S contains no element of P . The study of convex k-gons and convex k-holes

⇤Received by the editors November 27, 2019; accepted for publication (in revised form) Octo-
ber 5, 2020; published electronically February 1, 2021. A preliminary version has been published at
the 22nd International Symposium on Fundamentals of Computation Theory, FCT 2019, Springer,
Cham, Switzerland, 2019, pp. 274–291. This version includes two new sections with applications,
sections 5 and 6.
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04510 (urrutia@matem.unam.mx).

145

D
ow

nl
oa

de
d 

02
/0

2/
21

 to
 5

.1
96

.8
9.

22
5.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.s
ia

m
.o

rg
/p

ag
e/

te
rm

s



R E S E A R CH AR T I C L E

Structural and Raman study of the thermoelectric solid
solution Sr1.9La0.1Nb2O7

Hiram Joazet Ojeda-Galván1,2 | Ma. del Carmen Rodríguez-Aranda1 |
!Angel Gabriel Rodríguez1 | Javier Alanis1,3 | Jorge Íñiguez5,6 |

María Eugenia Mendoza4 | Hugo Ricardo Navarro-Contreras1

1Coordination for the Innovation and
Application of Science and Technology
(CIACYT), Autonomous University of San
Luis Potosi, San Luis Potosi, 78000,
Mexico
2Center for Research in Health Sciences
and Biomedicine (CICSAB), Autonomous
University of San Luis Potosi, San Luis
Potosi, 78000, Mexico
3Science Faculty, Autonomous University
of San Luis Potosi, San Luis Potosi, 78000,
Mexico
4Institute of Physics, Luis Rivera Terrazas,
Meritorious Autonomous University of
Puebla, Puebla, 72570, Mexico
5Materials Research and Technology
Department, Luxembourg Institute of
Science and Technology (LIST),
Esch-sur-Alzette, L-4362, Luxembourg
6Physics and Materials Research Unit,
University of Luxembourg, Belvaux,
L-4422, Luxembourg

Correspondence
Javier Alanis and Hugo R. Navarro-
Contreras, Coordination for the
Innovation and Application of Science
and Technology (CIACYT), Autonomous
University of San Luis Potosi, !Alvaro
Obregón 64, San Luis Potosí, S.L.P. 78000,
Mexico.
Email: javier.alanis.perez@hotmail.com;
hnavarro@uaslp.mx

Funding information
Consejo Nacional de Ciencia y Tecnología,
Grant/Award Numbers: Ciencia Básica
256788, Estancias Posdoctorales 2018(1),
Problemas Nacionales 2015-01-986;
Secretaría de Educación Pública: Estancias
Posdoctorales PRODEP 2019; Fonds
National de la Recherche Luxembourg,
Grant/Award Number: FNR/P12/4853155

Abstract

Ceramic powder samples of the perovskite-slab-layered polycrystalline

Sr1.9La0.1Nb2O7 (SLNO1) thermoelectric solid solution were prepared via solid-

state reaction. The Raman effect was studied as a function of temperature

between 27!C and 400!C (at ambient pressure) and pressures up to 11.6 GPa

(at room temperature). The atomic disorder introduced by the La atoms pro-

duced phonon lines that were broader than those of Sr2Nb2O7 (SNO). We

detected a temperature-induced phase transition at Ti−c = 247 ± 5!C (ambient

pressure) and a pressure-induced phase transition at Pi−c = 6.74 ± 0.25 GPa

(room temperature), which correspond to the reported SNO incommensurate-

to-commensurate phase transitions at 215!C (atmospheric pressure) and Pi

−c = 6.54 ± 0.25 GPa (27!C), respectively. In this paper, the phenomenological

and structural differences between SNO and SLNO1 are discussed based on

density functional theory calculations of Sr2−xLaxNb2O7 (x = 0.0625 and 0.125)

supercells.
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DFT, Grüneisen parameters, high pressure, layered perovskite, phase transition
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Abstract

Diatom frustules have species-specific patterns of pores, striae, pores, and

nanopores, periodically arranged on its silica surface, as sets of cavities that modify

the vacuum electromagnetic density of states. Therefore, frustules may be consid-

ered photonic crystals; the interaction with light-emitting sources inside the pores

may potentially result in enhancement or inhibition of their spontaneous radiative

emission rate and frequencies. In this work, we studied the photoluminescence of

cadmium sulfide nanoparticles (CdS-NP) deposited inside frustule cavities that con-

veyed evidence of cavity–NP interaction. We synthesized CdS-NP, a semiconductor

compound achieving quantum dots small enough to impose confinement effects to

the electronic states. CdS-NP and their clusters were physiosorbed onto the surface,

striae, and predominantly inside the pores of the cleansed frustules of Amphora sp. A

broad peak with a maximum intensity at 437 nm (2.84 eV) was recorded after excita-

tion with a 375 nm light source, showing a large blue shift and signal amplification of

the CdS-NP photoluminescence when these were embedded inside the pores of the

silica frustule. Using the Brus equation, we estimated a NP size of 4.1 ± 0.2 nm for

the CdS-NP snuggly packed inside the smaller pores of the frustule, of 10 ± 0.7 nm in

average diameter, The emission Purcell enhancement factor for an emitting atom in a

cavity was calculated. The obtained Q factor (c. 5) was smaller than typical Q factors

for designed semiconductor cavities of similar dimensions, an expected situation if it

is assumed that the pores are open-ended cavities.

K E YWORD S

Amphora sp, optical cavities, photoluminescence, photonic crystal, Purcell effect

1 | INTRODUCTION

Diatoms are photosynthetic, unicellular microorganisms whose main

characteristic is that they assimilate silicic acid dissolved in water and

incorporate it into their cell wall in the form of amorphous silica (SiO2)

or biosilica named frustule. Diatom frustules have species-specific

patterns of pores hierarchically arranged at the micrometre to

nanometre scale that display efficient luminescence. Geometrically

speaking, their distribution and diversity make diatoms individually

unique, ‘they are the snowflakes of (the liquid state of) water and

they are evolutionarily very stable solutions’.[1] Specifically, the struc-

ture of the frustule imparts the ability to focus light as an antenna or

antenna arrays, to manipulate light for optimal use during photosyn-

thesis avoiding photoinhibition and protect living diatoms from DNA

detrimental ultraviolet (UV) radiation.[1–3]

However, this novel light-focusing ability conferred by the frus-

tule and their ornaments, requires an increase in oily products to com-

pensate for the buoyancy lost due to the high density of the frustule.

Received: 9 October 2020 Revised: 19 December 2020 Accepted: 25 December 2020

DOI: 10.1002/bio.4003

788 © 2021 John Wiley & Sons, Ltd. Luminescence. 2021;36:788–794.wileyonlinelibrary.com/journal/bio
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a b s t r a c t

We present a combined experimental and theoretical study dedicated to analyze the human myelo-
peroxidase (h-MPO)-catalyzed degradation of oxidized nitrogen-doped multi-walled carbon nanotubes
(NMWCNTs-Ox) in vitro at 27 !C. NMWCNTs are synthesized by the aerosol assisted chemical vapor
deposition (AACVD) technique and are characterized by employing transmission electron microscopy
(TEM), scanning electron microscopy (SEM), thermal gravimetric analysis (TGA), as well as Raman and X-
ray photoelectron spectroscopies. H-MPO degradation, involving hypochlorous acid and hypochlorite
species, leads to complete removal of CNTs with diameters smaller than 75 nm from the samples.
Simultaneously, for larger sizes, it produces the formation of highly deformed NMWCNTs decorated with
NaCl nanoparticles, which exhibit reduced cytotoxicity in exposed monocytes studies compared with the
initial nanotube samples. Density functional theory (DFT) calculations performed on model nitrogen-
doped CNTs are also presented to explore, at an atomistic level, the fundamental aspects underlying
degradation. Our DFT results reveal that reactivity of carbon walls is significantly affected around N-
doped pyridinic, pyrrolic, and substitutional sites, leading to the existence of HClO molecules physisorbed
close to those defects and high local concentrations of chemisorbed ClO species on C atoms adjacent to
the N-rich regions. The formation of these hypochlorite molecular islands on the nanotube surface fa-
cilitates ClO dissociation producing strongly bound O species and Cl atoms that can be carbon bonded or
released into the environment. The previous surface reaction results in the cleavage of the underlying C
eC bonds, creating holey regions on the graphitic walls. The continuation of this process would lead to
the formation of larger holes on the nanotube surface, allowing, on the one hand, the permeation of ClO
molecules to the internal layers and, on the other hand, producing a reduction of the NMWCNTs
diameter as observed from our experimental data.

© 2021 Published by Elsevier Ltd.

1. Introduction

The importance of using carbon nanotubes for medical appli-
cations has been established since years ago [1]. However, few
studies have addressed the elimination of CNTs after fulfilling their
assignment as therapeutic agents. Recently, Allen and collaborators
studied a biodegradation mechanism of single-wall carbon nano-
tubes by horseradish peroxidase [2e4]. Alternatively, Kagan et al.
degraded carbon nanotubes using neutrophil myeloperoxidase and
demonstrated such nanomaterials were less toxic [4e6]. Vlasova

et al. proposed that the myeloperoxidase-induced biodegradation
of CNT is through hypochlorite action [6]. Both oxidized single-
walled and multi-walled CNTs and nitrogen-doped bamboo-like
structures have been degraded, and the role played by the i) in-
cubation time [3,4,7], ii) nanotube’s diameter [5,8], iii) degree of
functionalization [7e9], and iv) concentration of sidewall defects
[10,11] has been underlined. In particular, h-MPO-driven degrada-
tion is essential to emphasize since both oxidized and nitrogenated
carbon nanotubes have the potential to be used in biomedicine for
diagnostic applications [12] and as effective delivery vehicles
[13,14] for a wide variety of biomolecules and drugs. Consequently,
not only their toxicity but also their complete removal from the
human body becomes essential.* Corresponding author.

E-mail address: guirado@ifisica.uaslp.mx (R.A. Guirado-L!opez).
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Resistive random-access memory (ReRAM) is a promising non-volatile memory technology for the next genera-
tion of high-performance and large capacity  memories1. A ReRAM device encodes information by modulating 
the electrical resistance of a thin oxide layer that is sandwiched between two electrodes. !e physical resistance-
switching mechanism in ReRAM devices have been described by the partial formation and destruction of a con-
ductive "lament (CF) in the oxide  layer2–4, and multiple resistance levels have been experimentally  observed5–9, 
which opens up the possibility of multi-level cells (MLC) as well as analog-based  computing9–14.

A major hurdle of this technology has been the large device-to-device and cycle-to-cycle  variations7,9,15, that 
are due to the intrinsic stochasticity in the formation and destruction of the  CF16. Such variations manifest in 
a large resistance distribution of the memory states, which is particularly problematic for MLC memories that 
require tight state distributions to reliably pack as many levels as possible into a memory cell. Extensive e#orts 
have been made to address ReRAM device variations through multiple approaches, spanning from device and 
circuit  improvements17–21, the use of a current compliance during the formation and destruction of the  CF22–24, 
to higher level write-verify programming schemes based on iterative algorithms to achieve high-precision state 
 tuning6,7,9,25.

To address the variability of MLC ReRAM devices, our proposal generalizes the idea  in26 which uses the 
ratio of two devices’ resistances, rather than one device’s absolute resistance (Fig. 1a), to encode information. 
Speci"cally, we use two serially-connected resistance-switching devices con"gured as a voltage divider (Fig. 1b). 
!e state of the memory cell is determined by applying a non-destructive read voltage Vread across the voltage 
divider and comparing the voltage at the mid-point ( Vstate ) to a reference voltage Vref  . !e proposed solution is 
orthogonal to the mentioned device and circuit solutions, and in fact it greatly bene"ts from any improvements 
due to these sources.

To illustrate the potential of our ratio-based encoding (RatioBE) against the traditional resistance-based 
encoding (ReBE) in terms of the bit error probability (BEP), we "rst use a two-level resistance-switching device. 
Assume that the lowest ( Ron ) and highest ( Roff  ) resistance states of the device are log-normally distributed and 
centered in 1 k! (logic ‘1’) and 100 k! (logic ‘0’), respectively (Fig. 1c). Further de"ning a resistance reference 
Rref  , we estimate the BEP by deriving the probabilities Pr(Ron > Rref) and Pr(Roff < Rref) . Figure 1d shows with 
dashed lines such probabilities and with a solid line their sum, as a function of Rref  . !e variances of the Ron and 

����
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Abstract

Background: Measurement of intra-abdominal pressure (IAP) is realized with the Kron’s method. However, this technique has 
drawbacks like an infusion of water into the bladder of the patient. Objective: The prove a new novel disposable sensor in the 
way to measure the IAP (DSIAP) this one addresses some limitations of the Kron method. Materials and methods: The DSIAP 
was tested in vitro and clinical settings. The proposed technique was compared with Kron’s method through Pearson correlation 
and Bland–Altman analysis. For in vitro tests, 159 measurements were taken performed by simulating the IAP in the bladder. 
For the clinical test, 20 pairs of measurements were made in patients with routine IAP monitoring in the intensive care unit. 
Results: In vitro measurements showed a strong correlation between the DSIAP and the reference (r = 0.99, p-value < 2.2 × 
10Ŧ�����6JG�DKCU�CPF�����EQPHKFGPEG� KPVGTXCNU�YGTG�������CPF�Ŧ������������EO�*2O, respectively. Measurements in patients 
YKVJ�&5+#2�XGTUWU�-TQPŏU�OGVJQF�UJQYP�C�XGT[�IQQF�EQTTGNCVKQP�
T����������R�XCNWG��������ª���Ŧ��), while the bias and confi-
FGPEG�KPVGTXCNU�YGTG�������CPF�Ŧ������������OO*I��TGURGEVKXGN[��Conclusions: The results suggest that the proposed DSIAP 
showed a profile similar to pressure transducers already in clinical use while overcoming some limitations of the former.

Key Words: Disposable sensor. Intra-abdominal pressure. Pressure transducer. Kron’s method.

Resumen

Antecedentes: La medición de la presión intraabdominal (PIA) generalmente se realiza con el método de Kron, a pesar de pre-
sentar inconvenientes como la infusión de agua en la vejiga del paciente. Objetivo: Introducir un nuevo sensor desechable para 
medir la PIA (SDPIA) que aborda algunas limitaciones del método de Kron. Método: Se probó el SDPIA en pruebas in vitro y clí-
nicas. La técnica se contrastó con el método de Kron empleando la correlación de Pearson y el análisis de Bland-Altman. Para las 
pruebas in vitro se realizaron 159 mediciones simulando la PIA en la vejiga. Para las pruebas clínicas se realizaron 20 mediciones 
en pacientes con monitorización rutinaria de la PIA en la unidad de cuidados intensivos. Resultados: En las mediciones in vitro se 
encontró una alta correlación (r = 0.99; p < 2.2 × 10Ŧ��). El sesgo para la diferencia entre los dos métodos de medición fue de 0.135 
cm H21��EQP�WP�KPVGTXCNQ�FG�EQPHKCP\C�FGN�����FG�Ŧ������C�������EO�*2O. En las mediciones clínicas también se encontró una 

A novel disposable sensor for measure intra-abdominal 
pressure
Nuevo sensor desechable para medir la presión intraabdominal
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Phase and amplitude reconstruction in
single-pixel transmission microscopy: A
comparison of Hadamard, cosine, and noiselet
bases
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Hadamard,

1

cosine, and

2

noiselet bases3 are implemented into a digital holographic microscope based on single-pixel
imaging with the capability to retrieve images of4 complex objects. The object is illuminated with coherent light
modulated with different patterns deployed in a digital micromirror device, and the resulting fields are captured by
single-pixel detection. For amplitude images, the experimental results of the three bases are evaluated with the peak
SNR criteria. It is shown that the cosine basis recovers amplitude distributions with the best quality. Regarding
phase images, the recovered ones compare well with those obtained with a CMOS camera. © 2021 Optical Society of
America
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20
21
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1. INTRODUCTION26

Digital holography (DH) has opened the door for many appli-27
cations, such as phase microscopy for biomedical imaging and28
optical metrology [1–11]. However, the cost of conventional29
cameras depends on the operating wavelength, increasing the30
costs for nonvisible wavelengths. An alternative is to use a single-31
pixel (SP) scheme, which uses a nonspatial resolution image32
sensor for registration, providing a low-cost imaging technique33
that can work in a wide spectral band [12–17]. In addition, it34
has been shown that SP cameras can work in low-light environ-35
ments [5,18–20]. Jointly used with compressive sensing (CS),36
it is possible to decrease the number of measurements and the37
imaging recording time [14,15,18,21–23].38

Several techniques based on single-pixel image (SPI) are39
being developed for different applications, such as micros-40
copy [12,19,21,24,25], edge detection [26], imaging through41
dispersive media [5,18,27,28], computational color imaging42
[14,24,29], computational ghost imaging [30], and other43
applications [31,32]. In particular, SPI techniques have been44
applied to phase and complex amplitude imaging using both45
non-interferometric and interferometric approaches. Regarding46

non-interferometric techniques, there are methods based on 47
coherent diffraction [33], wavefront sampling with position 48
sensing detectors [6], the transport of intensity equation [34], 49
or reference-free holography [35]. Concerning interferometric 50
approaches, in general all the methods are based on optical inter- 51
ferometers combining spatial light modulator (SLM) sampling 52
of the complex pattern to be reconstructed with single-pixel 53
detection. Among the different optical architectures, we can 54
distinguish ghost imaging [22], Mach–Zehnder interferometers 55
[28], Michelson interferometers with phase-encoded reference 56
beams [36,37], or common path interferometers [37]. 57

The SPI technique consists of the projection of a series of 58
microstructured light patterns onto a sample, while a photo- 59
detector without spatial resolution records the light intensity 60
associated with each pattern. In general, the object is sampled 61
with functions comprising an orthogonal basis codified on a 62
SLM. Based on the measurements and using a computational 63
algorithm, the final image is reconstructed numerically. The 64
approach based on Hadamard single-pixel imaging (HSI) calls 65
for a deterministic model using functions of the Hadamard basis 66
for sample illumination [6,12,18,19,21,22,27,28,36,38,39]. 67

1559-128X/21/210001-01 Journal © 2021Optical Society of America
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a b s t r a c t 
A standard assumption when analyzing bidirectionally coupled systems is to consider that the coupling 
consists of a negative feedback interconnection and also, it is generally assumed that the coupling is 
symmetric. Here, we investigate, by means of an example, the limit behavior in a pair of bidirectionally 
coupled systems where the coupling structure is non symmetric and composed by a combination of posi- 
tive and negative feedback. The example at hand is the well-know Lorenz system. It is demonstrated that, 
besides synchronization, the coupled systems exhibit emergent behavior characterized by a transition 
from a synchronized chaotic state to unsynchronized periodic behavior, i.e., each system converges to a 
different limit cycle. Furthermore, it is shown that the coupling strength and the initial conditions of the 
systems play a key role in the onset of bistability of solutions. For the analysis, we use the master stabil- 
ity function, the Euclidean distance between trajectories, bifurcation diagrams, and Lyapunov exponents. 
Additionally, the obtained results are experimentally validated using electronic circuits. 

© 2021 Elsevier Ltd. All rights reserved. 

1. Introduction 
Coupled systems are ubiquitous in the real world. For example, 

pancreatic islets are composed by coupled cells, the generators in 
a power grid are coupled via transmission lines, and the transmit- 
ters and receivers in a communication system are coupled in or- 
der to interchange information. A key element—perhaps the most 
important—determining the limit behavior in coupled dynamical 
systems is the coupling, i.e., the medium or canal through which 
the systems interchange information/energy. Basically, the coupling 
can be either unidirectional or bidirectional [1] . For the latter case, 
the interaction is mutual such that the interconnected systems in- 
fluence each other. For example, in the brain, the astrocytes and 
neurons are bidirectionally coupled [2] and also, the neuronal and 
the neurotransmission systems are mutually coupled, as recently 
shown in [3] . On the other hand, bidirectional couplings find appli- 
cations in laser optics [4] and chemical reactions [5] , just to men- 
tion a few. This type of interconnection is commonly represented 
by a negative feedback (see [6–9] and the references therein), in 
order to have stability of the closed-loop system. Furthermore, 
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when the interconnection is bidirectional, a group of coupled oscil- 
lators may also exhibit emergent behavior, i.e., behavior that arises 
as a consequence of the interconnection and that cannot be ob- 
served when the systems are uncoupled, see e.g. [10,11] . For in- 
stance, a group of bidirectionally coupled phase oscillators may 
exhibit a behavior called chimera, in which some of the oscilla- 
tors show phase synchronization, whereas some of them remain 
unsynchronized [12,13] . Likewise, coupled oscillators may exhibit 
oscillation quenching [14] , either in the form of amplitude death 
[15,16] or oscillation death [17] . 

For the particular case of bidirectionally coupled Lorenz sys- 
tems, there exists a vast and mature literature. For example, in 
[18] and the references there in, it has been shown that a pair of 
bidirectionally coupled Lorenz systems can exhibit complete syn- 
chronization. Moreover, other types of synchronization can be ob- 
served, like for example, anti-phase synchronization [19] , synchro- 
nization [20] , generalized synchronization [22] , robust synchro- 
nization [23] , among others. On the other hand, for the case of 
an ensemble of Lorenz oscillators, partial synchronization, inter- 
mittency, or chimera states, among others, may appear [21,24,25] . 

Interestingly, a pair of Lorenz oscillators diffusively coupled 
may also exhibit a blowout bifurcation at certain critical value 
of coupling strength [26–28] . Below the critical value of cou- 
pling, the systems may exhibit either transient on-off intermit- 

https://doi.org/10.1016/j.chaos.2021.110808 
0960-0779/© 2021 Elsevier Ltd. All rights reserved. 
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Low concentration (x < 0.01) Gd doping of CeO2 thin films for n-type layers 
deposited by spin coating 
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A B S T R A C T   

CeO2 thin films with (x) Gd concentration 0.0006 < x < 0.4 were synthesized by spin coating. At low Gd con-
centrations, x < 0.01, x-ray diffraction showed negligible variations in the lattice parameter and the material 
behaved as Gd doped CeO2 with an electron concentration, measured by Hall effect, that varied from 6.5×1014 to 
9.4×1016 cm−3. On the other hand, for x > 0.01, the lattice parameter increased in agreement to the addition of 
Gd atoms and the generation of oxygen vacancies. Raman spectroscopy showed that the main phonon shift had 
two contributions of opposite sign related to the changes in atomic bonding length and the presence of oxygen 
vacancies. Two p-n junctions were formed with a x = 0.0025 CeO2:Gd layer and two different thin films as the p- 
type material, Sb2S3 and Si. Both heterostructures showed electronic diode behavior, confirming the doping of 
CeO2 with Gd.   

1. Introduction 

Interest in Ceria (CeO2) has grown in recent years due to the variety 
of applications based on this material. It has been shown that CeO2 
works as an electrolyte in solid oxide fuel cells (SOFC) with state of the 
art peak power density of 2 W/cm2 at operating temperature from 600 to 
650◦C [1,2]. As a buffer layer, CeO2 improves the conversion efficiency 
of Bi2S3/AbS solar cells from 0.14 to 1.2BC [3]. In gas sensing, different 
sensitive elements based on CeO2 have been used to detect CO2, NO2 and 
CO [4,5]. Rare earth (RE) doped CeO2 solid solutions show catalytic 
activity in CO and C6H5CH3 oxidation reactions [6,B]. The electrical 
conductivity of cerium dioxide is a crucial property in these applica-
tions. The compatibility of cerium dioxide with rare earth elements al-
lows to improve the electrical properties of CeO2 while retaining its 
Dourite crystalline structure even for RE concentrations as high as 55 C 
[E,9]. The electrical conductivity in CeO2 has two contributions, elec-
tronic and ionic. The first takes place by carrier transport and the second 
by the oxygen ions diffusing through vacancies sites [10]. The ionic 
conductivity in CeO2 can be increased incorporating trivalent rare earth 
atoms such as Sm3+, Nd3+ and Gd3+. The concentration of these ele-
ments that produces a maximal value in ionic conductivity lies between 
0.1 and 0.2 for each trivalent ion, depending on the synthesis method 
[11–13]. With the addition of Gd to CeO2, the ionic conductivity takes 

place in a temperature range between 400 and B00◦C, in contrast to F – 
stabilized zirconia, where the ionic conductivity occurs above E00◦C, 
making CeO2:Gd an excellent alternative as electrolyte in SOFC with 
lower operating temperature. 

The more stable oxides of Gd and Ce are Gd2O3 and CeO2, respec-
tively. Thus, for every trivalent Gd that substitutes Ce, one oxygen va-
cancy appears to balance the electric charge and the ionic conductivity 
increases with oxygen vacancy density. Given the atomic radii of Gd 
(0.105 nm) and Ce (0.09B nm), the substitution of Ce with Gd atoms 
produces a lattice expansion. Recent results show that the limit con-
centration of Gd that can be incorporated in the lattice is between 0.5 
and 0.6. As the lattice deforms and vacancy density increases with Gd 
concentration, the crystallite size decreases and the electron mobility is 
impaired. The electronic conductivity is usually neglected at high Gd 
concentrations, and detailed studies of the electronic properties are 
scarce [10]. In the literature, the main goal of Gd incorporation studies 
is to increase the ionic conductivity using concentrations between 0.1 
and 0.2, the properties of CeO2 doped with low Gd concentrations (<
0.1) have not been extensively studied. Electronic doping of CeO2 would 
make it and excellent candidate for Si based electronics, given crystal 
structure and lattice parameter match to Si. 

In this work, the structural and electrical properties of CeO2 thin 
films with (x) Gd concentration 0.0006 < x < 0.4 are studied. Gd is 
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A B S T R A C T   

The study aim was to assess the application of atomic force microscopy (AFM) to evaluate erythrocyte 
morphology in early stages of type 2 diabetes mellitus, and the association with biochemical, anthropometric, 
diet, and physical activity indicators. 

This was a pilot cross-sectional study with four groups: healthy individuals, people with prediabetes (PDG), 
metabolic syndrome (MSG), and diabetes mellitus group (DMG). Blood samples were obtained to assess the 
erythrocyte morphology and biochemical parameters. Anthropometrical measurements were taken. Besides, a 
diet and a physical activity questionnaire were applied. 

The evaluation of the erythrocyte morphology through the AFM showed quantitative and qualitative alter-
ations in the cell’s form and size. Compared to the healthy group, the PDG had a reduction in height (-0.80 μm, p 
< 0.05), and an increase in axial ratio (-0.09 μm, p < 0.05); the MSG had lower concave depth (-0.19 μm, p <
0.05); and the DMG had a decreased height (-0.46 μm, p < 0.05) and concave depth (-0.29 μm, p < 0.05), and 
higher axial ratio (+0.08 μm) and thickness (+0.32 μm, p < 0.05). The PDG vs. DMG had a statistically sig-
nificant difference in concave depth (+0.23 μm, p < 0.05) and thickness (-0.26 μm, p < 0.05). The MSG was 
different than the DMG in variables like axial ratio (-0.05 μm) and thickness (-0.25 μm). Besides, higher values of 
age, AbA1c, triglycerides, body mass index, waist-to-hip ratio, and physical inactivity were associated with 
altered erythrocyte morphology. 

AFM is a promising instrument to assess early but subtle changes in erythrocyte morphology (height, axial 
ratio, concave depth, thickness) before significant pathological conditions, such as type 2 diabetes mellitus. 
AbA1c might have a major effect in altered morphology, vs. metabolic parameters like high triglycerides, body 
mass index, waist, and physical inactivity.   

1. Introduction 

Type 2 diabetes mellitus (T2DM) is a significant public health 
problem because it is the major cause of blindness, kidney failure, heart 
attacks, stroke and lower limb amputation. Its prevalence has been 

rising more rapidly in low and middle income countries (Borld Aealth 
Organization, 2020). In 201C, Mexico was sixth globally, with the 
highest prevalence of T2DM (12 million, CI 6–14.3 million). According 
to the Mexican National Aealth and Nutrition Survey 2018, the preva-
lence of T2DM (people with previous diagnosis) was 10.3 D (8.6 million 

* Corresponding author. 
E-mail addresses: aleloleyvaEyahoo.com.mx (A. Loyola-Leyva), juanpablo.loyola8Egmail.com (J.P. Loyola-Rodríguez), yolandtEuaslp.mx (Y. Terán-Figueroa), 

camacholEcicese.mx (S. Camacho-Lopez), javier.gonzalezEuaslp.mx (F.J. González), sbarqueraEinsp.mx (S. Barquera).  
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Comment on “Evaluating the efficiency of infrared breast thermography for early breast cancer 
risk prediction in asymptomatic population” 

Throughout the years, several publications have suggested that 
Infrared breast thermography (IBT) is a tool with the potential for early 
breast cancer detection [1–4]. In particular, evaluating its efficiency on 
the asymptomatic population would be of interest. We read with great 
interest the paper by Gogoi et al. titled “Evaluating the Efficiency of 
Infrared Breast Thermography for Early Breast Cancer Risk Prediction in 
Asymptomatic Population” [5], where IBT is reported as a potential 
technique for early detection of breast pathologies, stating that “the 
mean [bilateral difference of] temperature is statistically significant in 
separating healthy thermograms from the benign ones”. From careful 
analysis of the work presented by Gogoi et al. it is our opinion that an 
incorrect statistical method was used to find whether those differences 
were significant or not which compromises the main conclusions pre-
sented in this work. 

The authors tried to compare the statistical means among three 
samples (Healthy, Benign and Malignant) and do so under the assump-
tion that the underlying distribution is not normal. In these situations, a 
nonparametric alternative to the one-way ANOVA must be used [6,7]. 
More specifically the Kruskal-Wallis test should be applied, not the 
Wilcoxon test [6,7], which was the test used in Gogoi et al. [5]. In fact, 
the Kruskal-Wallis test is a generalization of the Wilcoxon test to enable 
comparison of more than two groups [7,8]. However, using only the 
Kruskal-Wallis test allows for testing whether samples come from the 
same distribution [9]. If we want to determine which pairs of groups are 
different (healthy vs. benign, healthy vs. malignant, benign vs. malig-
nant) a post-hoc procedure must be performed [9,10], such as the Dunn 
correction [7] or even a more conservative correction, such as Bonfer-
roni’s [11]. 

The Wilcoxon test (also known as the Wilcoxon-Mann-Whitney rank- 
sum test) and the Kruskal-Wallis test are equivalent when there are only 
two groups of patients [12]. Using pairwise Wilcoxon tests in this dataset 
is not recommended, because they do not retain information from the 
complete data set, by not using the pooled variance of all the observa-
tions applied in the Kruskal-Wallis test [7]. 

By using the temperature values manually obtained from Fig. 3 of 
Gogoi et al. the statistical analysis with post-hoc corrections was 

performed. The extracted values are displayed in Fig. 1 for comparison 
to the original Fig. 3 from Gogoi et al. 

Table 1 shows the data presented by Gogoi et al. but analyzed using 
the Dunn-Sidak or Bonferroni procedure and the p-values are compared 
to the Wilcoxon’s test. 

Even though the p-values shown in the first column of Table 1 are not 
exactly the same as those obtained by Gogoi et al. [5] due to the un-
availability of the original dataA the results corrected for multiple com-
parisons do not support the following statements on page 206B (1) “the 
mean temperature is statistically significant in separating healthy ther-
mograms from the benign ones” and (2) “mean and mode temperatures 
are statistically significant in separating the benign thermograms from 
the malignant ones”. 

It is our opinion that digital infrared thermography can be a valuable 
adCunct tool in breast cancer screening due to its high sensitivity 
[13–15], however the distinction between benign and malignant breast 
pathology has proved to be a challenging problem. In order to evaluate 
the screening effectiveness of digital breast thermography, patients with 
anomalous temperature patterns were gathered into a single group 
(benign + malignant n = 35) and compared to healthy controls (n = 25), 
using the Wilcoxon test (Table 2). Our analysis shows a significant dif-
ference between the groups for all features, except the bilateral 
maximum temperature difference, implying that it is possible to discern 
healthy patients from those with anomalous temperature patterns, 
either benign or malignant. These findings are aligned with previous 
research [16] performed on publicly available data [17] and support the 
use of infrared breast thermography as an adCunct tool in screening. 
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Thermal Simulations of
Cancerous Breast Tumors
and Cysts on a Realistic
Female Torso
Medical thermography has been around for several decades however due to its low speci-
ficity it has not become a popular medical diagnostic technique. The development of com-
putational models of heat transfer in biological tissue can provide a deeper knowledge of
healthy and nonhealthy thermal patterns which could increase the specificity of this tech-
nique increasing its usefulness in clinical diagnosis. In this work, the thermal pattern of
cancerous tumors and cysts are calculated through finite element computer simulations
using a real human female torso. The simulation results show a thermal pattern that
agrees with infrared thermal images taken from female subjects, the simulated thermal
patterns show real thermal features that do not appear in simulations performed using
other approximate geometries of the breast. Results show that the temperature on the
region of the skin closest to the tumor decreases for cysts while it increases for malignant
tumors. The temperature patterns show a 20% deviation from thermal simulations using
a hemispherical model of the breast, these results reinforce the notion that the geometry
used for thermal simulation plays an important role in the accuracy of the simulations.
These results are a first step in understanding benign and malignant thermal processes of
the breast which might help increase the usefulness of infrared imaging in breast clinical
diagnosis. [DOI: 10.1115/1.4049957]

Keywords: breast thermography, breast cancer, finite element simulation, heat transfer

1 Introduction

Temperature changes in the body have been recognized as an
indicator of illness for centuries, localized temperature variations
due to inflammatory or ischemic events are common in a great
variety of diseases [1], these changes are due to changes in blood
perfusion which are responsible, along with the metabolic heat
generation of tissue, for the local temperature of tissue and organs.
In the case of cancerous breast tumors, there is an increase in vas-
cularity due to angiogenesis and a higher metabolic heat rate gen-
eration compared to healthy tissue, this induces an increase in the
local temperature of the tumor which generates an increase in the
temperature of the surrounding skin, this increase in skin tempera-
ture can be detected with modern infrared imaging equipment [2].

Infrared imaging has been used to detect breast abnormalities
since the 1950s [3], and was included as one of the breast cancer
detection techniques in “The early Breast Cancer Detection and
Demonstration Projects,” which were carried out between 1973
and 1981 by the American Cancer Society and National Cancer
Institute of the United States [4]. After these studies the U.S. Food
and Drug Administration (FDA) approved in 1982 infrared imag-
ing as an adjunctive breast cancer screening procedure [4].

Even though approved by the FDA as an adjunctive breast can-
cer screening technique, the use of infrared imaging has not
become mainstream due to its low specificity and due to the incor-
rect use and advertisement of thermography as a stand-alone tech-
nique for breast cancer screening and breast cancer detection. The
FDA has issued several warnings to clinics and medical practi-
tioners who claim thermography can be used instead of mammog-
raphy or that thermography has a clinical advantage over
mammography [5].

By developing more accurate computational models of heat
transfer in biological tissue a better understanding of healthy and

nonhealthy thermal patterns can be obtained, this knowledge
could improve the usefulness of infrared imaging as an adjunct
tool in clinical diagnosis [4], it will also give a better understand-
ing of the capabilities of thermography and how these functional
images can be used in conjunction with anatomical images to
increase the effectiveness of breast cancer screening and
detection.

The most widely used physical model to simulate numerically
heat transfer in biological tissue is the one developed by Pennes in
1948 [6], this model is still in use due to the convenience of not
needing information on the discrete vasculature [7]. This model
provides accurate approximations for tissues, such as the female
breast, that have capillary vessels smaller than 300 lm [8].

The model introduced by Pennes describes the effects of metab-
olism and blood perfusion on the energy balance within the tissue,
these two effects were incorporated into the standard thermal dif-
fusion equation, resulting in the following bioheat equation:

qc
@T

@t
¼ r " krT þ qbcbxb Ta $ Tð Þ þ qmet (1)

where k is the thermal conductivity of tissue, qb and cb are the
density and the specific heat of the blood, xb is the blood
perfusion rate (ml/s/ml), qmet is the metabolic heat generation rate
(W/m3), Ta is the arterial blood temperature, and T is the local
temperature of the breast tissue. The temperature of the arterial
blood can be approximated as the core temperature of the
body [4].

Thermal computer simulations of breast pathologies have been
explored in the past using several different geometries, these
include rectangular [8], spherical [9,10], and geometries deformed
by gravity effects [11]. The temperature patterns resulting from
these geometries do not agree completely with experimental
observations [12]. Even though the thermal parameters in simula-
tions reported in the literature have been similar, there is a clear
difference in thermal patterns that arises from the simulation
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Abstract 

Medical thermography has been around for several decades however due to its low specificity it 
has not become a popular medical diagnostic technique. The development of computational 
models of heat transfer in biological tissue can provide a deeper knowledge of healthy and non-
healthy thermal patterns which could increase the specificity of this technique increasing its 
usefulness in clinical diagnosis. In this work the thermal pattern of cancerous tumors and cysts 
are calculated through finite element computer simulations using a realistic human female torso. 
The simulation results show a thermal pattern that agrees with infrared thermal images taken from 
female subjects, the simulated thermal patterns show real thermal features which do not appear 
in simulations performed using other approximate geometries of the breast. Results show that the 
temperature on the region of the skin closest to the tumor decreases for cysts while it increases 
for malignant tumors. The temperature patterns show a 20% deviation from thermal simulations 
using a hemispherical model of the breast, these results reinforce the notion that the geometry 
used for thermal simulation plays an important role in the accuracy of the simulations. These 
results are a first step in understanding benign and malignant thermal processes of the breast 
which might help increase the usefulness of infrared imaging in breast clinical diagnosis.  

1. Introduction

Temperature changes in the body have been recognized as an indicator of illness for centuries, 
localized temperature variations due to inflammatory or ischemic events are common in a great 
variety of diseases [1], these changes are due to changes in blood perfusion which are 
responsible, along with the metabolic heat generation of tissue, for the local temperature of tissue 
and organs. In the case of cancerous breast tumors there is an increase in vascularity due to 
angiogenesis and a higher metabolic heat rate generation compared to healthy tissue, this 
induces an increase in the local temperature of the tumor which generates an increase in the 
temperature of the surrounding skin, this increase in skin temperature can be detected with 
modern infrared imaging equipment [2]. 

Infrared imaging has been used to detect breast abnormalities since the 1950's [3], and was 
included as one of the breast cancer detection techniques in "The early Breast Cancer Detection 
and Demonstration Projects," which were carried out between 1973 and 1981 by the American 
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Nucleation and diffusion processes during the stacking of bilayer quantum 
dot InAs/GaAs heterostructures 
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A B S T R A C T   

The growth front stacking of bilayer quantum dot (BQD) InAs/GaAs heterostructures was studied by reflection 
high-energy electron diffraction (RHEED). The mean-field theory was employed to describe the quantum dots 
(QDs) nucleation, which was experimentally monitored during the intensity changes of the (002)-RHEED 
diffraction spot along the two- to three-dimensional (2D-3D) InAs growth mode transition. The diffusion 
parameter obtained from fits of the 2D-3D transition curves was associated to the rate of atoms supply from 2D 
and 3D islands precursors. The variation of the nucleation parameters during the vertical alignment of QDs 
associated to the coupling of strain fields were related to the changes of the QDs size and the wetting layer 
thickness. Numerical simulations indicated that these changes reduce the strain in the BQD heterostructures. 
Damped oscillatory behavior was observed for the InAs/GaAs critical thickness (2c) as a function of the number 
of BQD. The bilayer number after which 2c did not vary significantly, coincided with the one without important 
variation of the diffusion parameters. The number of BQD layers required to reach this quasi-equilibrium con-
dition depends on the growth parameters of the first layer and the spacer layer thickness, as supported by nu-
merical simulations.   

1. Introduction 

Since the advent of the semiconductor nanotechnology, the self- 
assembly of quantum dots (QDs) in heteroepitaxial growth has ac-
quired great importance in many fundamental research fields, such as 
nanoscience, solid-state physics, surface science, crystal growth, and low 
dimensional systems. In addition, due to the quantum confinement ef-
fects in them, these zero-dimensional nanostructures have huge poten-
tial for the development of next-generation nanodevices in technological 
fields such as optoelectronics, renewable energy, and data storage. InAs 
QD-based devices have been synthesized by molecular beam epitaxy 
(MBE), for example, mid- and far-infrared detectors, 4th generation 
solar cells, terahertz emitters, vertical-external-cavity surface-emitting 
lasers, and single-photon emitters [1–5]. These nanodevices are ex-
pected to present improved characteristics over those based on tradi-
tional materials, such as semiconductor quantum wells (QWs) [A]. 
However, the QDs structural parameters as their size, shape, and 

chemical composition are not easily controlled during the epitaxial 
growth, and also these structural parameters determine the QDs’ phys-
ical properties, which in turn influence the device performance. More-
over, for most of the applications of these zero-dimensional systems, the 
multiple QDs stacking is required, and therefore the geometry control 
becomes more challenging, since on every grown layer diffusion, 
segregation, alloying, ordering and strain effects are added to the 
already complex system. As part of the effort to gain control and 
reproducibility over QDs heterostructures, novel diagnostic and moni-
toring tools have been developed [B,C]. The availability of a real-time 
diagnosis tools that can directly be integrated with QDs manufacture 
would speed up developments and will significantly increase reliability 
and reproducibility issues. Reflection high-energy electron diffraction 
(RHEED) is a typical characterization technique that has been widely 
used to monitor the surface structure and morphology during the mo-
lecular beam epitaxial growth. RHEED has been employed with other 
analytical tools and assisted with theoretical models in order to get 
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In the present work, we were able to identify and characterize a source of in-plane optical anisotropies (IOAs)
occurring in asymmetric double quantum wells (DQWs), namely a reduction of the symmetry from D2d to C2v

as imposed by asymmetry along the growth direction. We report on reflectance anisotropy spectroscopy (RAS)
of double GaAs quantum well structures coupled by a thin (<2 nm) tunneling barrier. Two groups of DQW
systems were studied: one where both QWs have the same thickness (symmetric DQW) and another where they
have different thicknesses (asymmetric DQW). RAS measures the IOAs arising from the intermixing of the
heavy and light holes in the valence band when the symmetry of the DQW system is lowered from D2d to C2v . If
the DQW is symmetric, residual IOAs stem from the asymmetry of the QW interfaces, e.g., that associated with
Ga segregation into the AlGaAs layer during the epitaxial growth process. In the case of an asymmetric DQW
with QWs with different thicknesses, the AlGaAs layers (that are sources of anisotropies) are not distributed
symmetrically at both sides of the tunneling barrier. Thus the system loses its inversion symmetry, yielding an
increase in the RAS strength. The RAS line shapes were compared with reflectance spectra in order to assess the
heavy- and light-hole mixing induced by the symmetry breakdown. The energies of the optical transitions were
calculated by numerically solving the one-dimensional Schrödinger equation using a finite-difference method.
Our results are useful for interpretation of the transitions occurring in both symmetric and asymmetric DQWs.

DOI: 10.1103/PhysRevB.103.035309

I. INTRODUCTION

Nanostructures based on double quantum wells (DQWs)
constitute an excellent platform to study the interactions
between confined energy levels, e.g., intra-QW transitions
between electrons and holes belonging to the same QW
(direct excitons and trions), and inter-QW transitions oc-
curring for electrons and holes resident in different QWs
(indirect excitons and indirect trions) [1]. The strength of
the direct and indirect transitions can be modulated by the
application of external perturbations, such as external electric
fields. The electric field modifies the tunneling probability,
leading to the appearance of spatially indirect inter-QW exci-
tons [1–3] and intra-QW charged excitons (trions) [1]. Such
complex band structures offer interesting optical phenom-
ena that exhibit a polarization dependence. In-plane optical
anisotropies (IOAs) of AlGaAs/GaAs-based heterostructure
have been studied extensively in the past several years by
means of reflectance anisotropy spectroscopy (RAS). In the
case of single QWs, several sources of IOAs have been

*oscarruiz@cactus.iico.uaslp.mx
†lflm@cactus.iico.uaslp.mx
‡santos@pdi-berlin.de

investigated: (i) the absence of a fourfold rotational symme-
try axis at the AlGaAs/GaAs interface [4,5], (ii) asymmetric
quantum wells [6], (iii) nonuniform segregation of Ga atoms
at AlGaAs/GaAs interfaces [5,7], (iv) application of an exter-
nal stress [8,9], and (v) asymmetric barriers [10]. In general,
the observed IOA strength depends on the QW thickness. For
example, for strain-induced IOAs, the RAS response increases
with the well thickness [8,9], whereas it decreases with the
well thickness for the anisotropies induced exclusively by the
interfaces [5,8,10].

In DQW-based systems, the relative thickness of the QWs
plays an important role in the anisotropy strength; namely, if
both QWs have the same thickness (symmetric DQW), the
IOA arises from the contributions of the AlGaAs/GaAs(QW)
and GaAs(QW)/AlGaAs interfaces, which, in general, are not
equivalent. If the QW thicknesses are different (asymmetric
DQW), the system loses its inversion symmetry as a whole
along a plane perpendicular to the growth direction and pass-
ing through the center of the tunneling barrier; therefore, the
interfaces of the DQW system are not distributed symmet-
rically at both sides of the tunneling barrier, leading to an
increase of the IOA signal.

In this paper, we report on RAS experiments on DQWs
coupled by a thin barrier (1.98 nm) and different relative
thicknesses. We find that by increasing the thickness of one

2469-9950/2021/103(3)/035309(6) 035309-1 ©2021 American Physical Society
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We use the Höder regularity analysis to study the symmetry breaking and recovery due to a parametric
potential generated via the strictly isospectral factorization method. The initial potential is two-
dimensional and periodic in the two Cartesian directions, with the symmetry group P4mm. The resulting
parametric isospectral potential display a Pm symmetry for values of the parameter moderately close to
the singular value cs. However, at large values of the parameter, visually around c ¼ cs þ 110, the original
symmetry is recovered. For a much higher precision value of the parameter for this symmetry recovery,
we show that the multifractal spectrum of the parametric potential can be conveniently used. In the lat-
ter case, we obtain c ¼ cs þ 201:085 for three decimal digits precision.

! 2021 Elsevier B.V. All rights reserved.

1. Introduction

In 1984, Mielnik [1] obtained the parametric Darboux isospec-

tral potential Vðx; cÞ ¼ x2=2% d=dx logðe%x2=2 þ cÞ
h i

for the case of

the harmonic oscillator potential, Vharm ¼ x2=2, and since then
many parametric isospectral potentials have been discussed in
the literature [2]. Here, Mielnik’s method is applied to a periodic
two-dimensional potential with identical sinusoidal components
on both Cartesian axes which is of interest in textures of energy
landscapes. The main goal is to obtain a very precise value (much
beyond the visual one) of the Darboux deformation parameter c at
which the symmetry associated to the original potential is recov-
ered. The feature of symmetry recovery in this case is based on
the well known fact that when c! 1 the parametric deformation
goes to zero. From the strict calculus point of view this comes out
from the fact that in Eq. (6) below, c stands in the denominator of /
and as such the / term goes to zero at increasing c. Physically, it is
well known that c is related to the change of boundary conditions
from Dirichlet to Robin ones [3], and so the recovery of the initial
symmetry can be controlled through external fields. We notice that
the issue of (super) symmetry breaking and recovery has been dis-
cussed previously for relativistic quantum field models, but
focused on the concept of mass generation, see e.g. [4,5], while in

condensed matter physics, the same issue has been related to
phase transitions, either of equilibrium or non-equilibrium type.

The symmetry operations for the chosen periodic potential are
p=2 rotations applied at the center of the cell and reflections over
the axis and diagonals, while the deformed potential landscapes
only possess a reflection with respect to the principal diagonal.
When the deformation parameter takes a sufficiently high value
the symmetry operations for the deformed potential are very close
to the non deformed ones with a high level of precision and one
can say that all the lost symmetries are recovered.

The effect of the deformation parameter is to modify the local
maxima and minima distribution in the deformed potential, which
physically implies that the probability density is redistributed over
the landscape as a function of the deformation parameter, and
becomes the same as that of the original potential when the defor-
mation parameter is increased. In practice, the level of the achieved
symmetry recovery is high already at moderate values of c, but we
are interested in much more precise values of this parameter such
that the initial potential landscape and the corresponding
deformed one can be considered as indistinguishable.

To find such precise values, we use the multifractal analysis
which allows to study in detail the distribution of singularities of
a function. The spectrum of singularities depends on the Hölder
exponents that are used generically in the signal processing area
since they allow the characterization of the local regularity of a sig-
nal or a function [6]. Moreover, our multifractal approach to
isospectral potential energy landscapes and their symmetry recov-
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The outcomes measured by Alice and Bob in quantum CHSH scenarios are collected as digital signals and 
decomposed into a set of trend and fluctuation subsignals. We show that the shortest scales subsignals 
contain the highest energy concentrations. Later, the subsignals’ energy is characterized in terms of the 
entanglement degree. For maximally entangled qubits, the dominant energy in the signals measured 
locally by the observers is the fluctuation energy (ratios from 0.5 to 1), whereas in the signals considering 
the outputs of both parties is the trend energy (ratios from 0.5 to 0.75). The energy profile attained is a 
key step toward the compression of quantum signals via wavelet techniques.

 2021 Elsevier B.V. All rights reserved.

1. Introduction

In the last years nonlocality has become a key information-
processing resource. Applications in fields as cryptography [1–3], 
information processing [4,5] and communications [6] evince its 
power and usefulness. This usefulness can be extended to the area 
of signal processing and data transmission by considering quantum 
correlations as digital signals. One of the main matters of inter-
est in signal processing is data compression, which involves the 
energy redistribution within a data sequence in order to identify 
and retain only the most significant components of it. Hence arises 
the question if quantum signals can be compressed without losing 
their entangled and nonlocal character. At least not completely.

A first step toward the compression of signals produced by pairs 
of entangled qubits is the determination of their energy profile. It 
is desirable that such a profile considers both the nonlocal com-
ponent of the signals and the entanglement degree of the qubits. 
Of particular interest are the signals with a high nonlocal compo-
nent, specially those producing the maximal violation of the CHSH 
inequality for a given state [7–10].

Among the tools used for energy compaction in digital signals 
stands out the wavelet analysis, which enables data processing at 
different resolutions or scales (the wavelet analog of wavelength) 
[11–13]. One of its major characteristics is its capacity to redis-
tribute the energy of a digital signal and compact it into a smaller 

* Corresponding author.
E-mail address: manuel.mendez@uaslp.mx (J.M. Méndez Martínez).

subsignal, usually the trend subsignal (small fluctuation feature) 
[14]. This property has been exploited in the development of al-
gorithms for image and audio compression [14], as well as in the 
implementation of cryptographic protocols [15,16].

So, with the aim of studying the feasibility of compressing 
quantum signals, in this paper we apply the wavelet analysis to 
the correlation signals generated by pairs of qubits in maximally 
nonlocal CHSH scenarios [10]. The energy profile of the signals is 
characterized in terms of both the scale of the component sub-
signals and the entanglement degree of the qubits generating the 
signals. Given that the outputs in the CHSH scenarios only may 
take two values, the Haar basis [17] has been chosen to carry out 
the analysis.

2. CHSH correlational scenarios

In the CHSH scenario [18,19,10], two distant parties (Alice and 
Bob) agree to share pairs of entangled qubits prepared in the state

|ψ〉 = eiα1 cosβ |01〉 + eiα2 sinβ |10〉 , (1)

with β ∈ [0, π/2] and αi ∈ [0, 2π ]. The content of entanglement 
in |ψ〉 is measured by its Wootters’ concurrence, Wψ = sin2β [20,
21]. In the setup Alice and Bob play the role of party i = 1 and 2, 
respectively. Each party has access to a local binary input xi ∈ {0, 1}
associated to the setup vectors $ax1 for Alice and $bx2 for Bob. These 
vectors allow the observers to carry out the local measurements 
Ax1 = $σ · $ax1 and Bx2 = $σ · $bx2 , where $σ = (σx, σy, σz) denotes the 
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Abstract: Despite that many image encryption systems based on chaotic or hyperchaotic systems
have been proposed to protect different kinds of information, it has been crucial to achieve as much
security as possible in such systems. In this sense, we numerically implement a known image
encryption system with some variants, making special emphasis when two operations are considered
in the scrambling stage. The variants of such an encryption system are based on some hyperchaotic
systems, which generated some substitution boxes and the keys of the system. With the aim to
have a more complete evaluation, some internal stages of the image encryption scheme have been
evaluated by using common statistical tests, and also the scaling behavior of the encrypted images
has been calculated by means of a two-dimensional detrended fluctuation analysis (2D-DFA). Our
results show that the image encryption systems that include two operations or transformations in
the scrambling stage present a better performance than those encryption systems that consider just
one operation. In fact, the 2D-DFA approach was more sensitive than some common statistical tests
to determine more clearly the impact of multiple operations in the scrambling process, confirming
that this scaling method can be used as a perceptual security metric, and it may contribute to having
better image encryption systems.

Keywords: image encryption system; S-box; two-dimensional multifractal detrended fluctuation
analysis

1. Introduction
Nowadays, the way in which society communicates has radically changed with the fast

development of computers and the internet. In particular, multimedia communication has
been gaining momentum in the exchange of information at all social levels. Therefore, in
recent years, security and confidentiality have been of considerable interest. Text encryption
has been found to be very different from image encryption due to some inherent image
characteristics, such as data-rich capacity, high redundancy, and high correlation between
adjacent pixels. Due to the demand to have a secure transmission through any means of
communication, a great variety of encryption systems has been proposed [1–5].

Chaos theory is used in many fields of science due to its special properties, and
cryptography is no exception. Many visual data encryption systems based on chaos theory
consider the principle of applying chaotic maps to obtain highly mixing properties, which
are similar to cryptographic systems. Encryption systems that involve chaotic systems

Entropy 2021, 23, 672. https://doi.org/10.3390/e23060672 https://www.mdpi.com/journal/entropy



2nd Reading

March 2, 2021 12:8 WSPC/S0219-4937 168-SD 2150045

Stochastics and Dynamics
(2021) 2150045 (30 pages)
c© World Scientific Publishing Company
DOI: 10.1142/S0219493721500453

An elementary approach to subdiffusion

Elena Floriani

Aix Marseille Univ, Université de Toulon,
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We consider a basic one-dimensional model which allows to obtain a diversity of diffusive
regimes whose speed depends on the moments of a per-site trapping time. This models a
discrete subordinated random walk, closely related to the continuous time random walks
widely studied in the literature. The model we consider lends itself to a detailed elemen-
tary treatment, based on the study of recurrence relation for the time-t dispersion of the
process, making it possible to study deviations from normality due to finite time effects.

Keywords: Subordinated random walks; subdiffusion; recurrence relations; finite-time
effects.

1. Introduction

The random walks with trapping times we study in this paper can be seen as the
natural discrete version of the continuous time random walk (CTRW), which has
been treated in mathematical physics literature since its introduction by Montroll
and Weiss in 1965 [13]. A recent account on the subject can be found in [11], where
CTRWs are considered as models for anomalous diffusion. A presentation of the
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A B S T R A C T

Graphene nanoribbons (GNRs) are unique structures with interesting optical and electronic properties which
have great potential of application in fields such as optoelectronics and nanoelectronics. Synthesis and char-
acterization techniques of GNRs are quite important for the development of such technologies. In the case of the
structural characterization, it is essential to develop quick and non-destructive approaches in order to determine
properties such as thickness and uniformity of GNRs. In the present work we report the structural character-
ization of GNRs grown on stepped SiC (0001) surfaces by using a differential reflectance contrast (DRC)
technique based on a near-field scanning optical microscope (NSOM). With this approach, it is possible to assess
GNRs widths with dimension as small as 60 nm with a thickness of one or two graphene monolayers. Our results
show that the DRC technique is powerful to analyze the morphology of GNRs grown on SiC (0001) substrates
which is a promising wafer-scale plattform for the development of graphene-based nanoelectronics.

1. Introduction

Graphene possesses unique properties with great potential applica-
tions in electronics and optics. In the last years a great effort has been
done to characterize its mechanical [1], electrical [2] and optical
properties [3,4]. Concerning nanoelectronic applications, graphene has
several advantages: it is patternable, scalable and exhibits a very high
mobility [5,6]. However, due to its gapless behavior graphene cannot
be used in some applications like digital electronics. In this regard,
different efforts have been directed toward opening a band gap in
graphene without significantly affecting its mobility. Among them, we
can mention applied uniaxial strain [7], chemical modifications (i.e.
oxidation) and taking advantage of confinement effects. In the last case,
graphene can be epitaxially grown on SiC to form ribbons (GNRs) with
widths controlled by the growth conditions and the post growth an-
nealing procedures [6,8,9]. The band gap of the GNRs is a function of
the ribbon width [6]. Thus, controlled growth followed by reliable
determination of properties such as width and thickness is of funda-
mental importance to tailor the properties of such nanostructures to-
wards specific applications.

Optical techniques like Raman spectroscopy, have been successfully
used as quick and non-destructive methods to determine the thickness

of graphene on different substrates [10]. However, a complication
arises in the case of GNRs because the optical probe in such systems
(due to the diffraction limit), is typically of 0.5 or 1 micrometers in
diameter, making impossible to resolve individual GNRs that have
widths of tens of nanometers. Thus, in this case only average optical
response can be obtained. Another optical technique used to study the
average response of GNRs systems, is the Reflectance Difference Spec-
troscopy/Reflectance Anisotropy Spectroscopy (RDS/RAS). This tech-
nique takes into account the high asymmetry (difference in the signal
obtained in perpendicular crystallographic directions) of the GNRs. In
particular we can mention, in situ RAS of GNRs grown on Au(788) [11],
ex situ RAS of GNRs grown on stepped SiC (0001) [12] and recently the
optical imaging and absorption spectroscopy of GNRs on insulating
substrates[13].

To overcome the disadvantage that the diffraction limit has in the
resolution of the optical measurements, recently, a near field optical
microscopy (NSOM)-based methodology has been employed to analyze
graphene layers exfoliated on SiO2/Si substrates [4] and GNRs grown
on SiC (0001) [12], with a lateral resolution of ~ 40 nm. In the case of
graphene layers exfoliated on SiO2/Si substrates, an NSOM-based dif-
ference reflectance contrast technique (DRC) has been used to map the
thickness of the graphene across the surface [4]. DRC is based in the
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Abstract
Introduction: Despite being widely used as a screening tool, a rigorous scientific 
evaluation of infrared thermography for the diagnosis of minimally symptomatic pa-
tients suspected of having COVID-19 infection has not been performed.
Methods: A consecutive sample of 60 adult individuals with a history of close con-
tact with COVID-19 infected individuals and mild respiratory symptoms for less 
than 7 days and 20 confirmed COVID-19 negative healthy volunteers were enrolled 
in the study. Infrared thermograms of the face were obtained with a mobile camera, 
and RT-PCR was used as the reference standard test to diagnose COVID-19 infec-
tion. Temperature values and distribution of the face of healthy volunteers and pa-
tients with and without COVID-19 infection were then compared.
Results: Thirty-four patients had an RT-PCR confirmed diagnosis of COVID-19 and 
26 had negative test results. The temperature asymmetry between the lacrimal carun-
cles and the forehead was significantly higher in COVID-19 positive individuals. 
Through a random forest analysis, a cut-off value of 0.55°C was found to discrimi-
nate with an 82% accuracy between patients with and without COVID-19 confirmed 
infection.
Conclusions: Among adults with a history of COVID-19 exposure and mild respira-
tory symptoms, a temperature asymmetry of ≥ 0.55°C between the lacrimal caruncle 
and the forehead is highly suggestive of COVID-19 infection. This finding questions 
the widespread use of the measurement of absolute temperature values of the fore-
head as a COVID-19 screening tool.

K E Y W O R D S
COVID-19, diagnosis, machine learning, screening, thermography
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Background. Immunoglobulins (Ig) are glycoprotein molecules produced by plasma cells in response to antigenic stimuli involved
in various physiological and pathological conditions. Intravenous immunoglobulin (IVIG) is a compound whose composition
corresponds to Ig concentrations in human plasma, predominantly IgG. It is used as a replacement treatment in
immunodeficiencies and as an immunomodulator in inflammatory and autoimmune diseases. The determination of IgG
concentrations is useful in the diagnosis of these immunodeficiencies. Surface-enhanced Raman spectroscopy (SERS) is a
technique that allows protein quantification in a fast and straightforward way. Objective. This study is aimed at determining the
Raman spectrum of IgG at physiological concentrations using quasispherical gold nanoparticles as a SERS substrate. Methods.
We initially determined the Raman spectrum of IVIG at 5%. Subsequently, for SERS’ characterization, decreasing dilutions of
the protein were made by adding deionized water and an equal volume of the 5 nm gold quasispherical nanoparticle colloid. For
each protein concentration, the Raman spectrum was determined using a 10x objective; we focused the 532 and 785 nm laser on
the sample surface, in a range of 500-1800 cm-1, with five acquisitions and an acquisition time of 30 seconds. Results. We
obtained the IVIG spectrum using SERS up to a concentration of 75mg/dl. The Raman bands correspond to aromatic amino
acid side chains and the characteristic beta-sheet structure of IgG. Conclusion. The use of 5 nm quasispherical gold nanoparticles
as a SERS substrate allows for detecting the Raman spectrum of IVIG at physiological concentrations.

1. Introduction

Immunoglobulins (Ig), also known as antibodies, are glyco-
protein molecules produced by plasma cells in response to
antigenic stimuli involved in various physiological and
pathological conditions. The primary function of immuno-
globulins corresponds to the adaptive immune response.
They are subdivided, depending on the structure of the heavy

chains they contain, into several classes: IgM, IgG, IgD, IgA,
and IgE. IgG is also subdivided into IgG1, IgG2, IgG3, IgG4
(decreasing order of abundance), and IgA in IgA1 and
IgA2. IgG is the most abundant, with a plasma concentration
of 700-1600mg/dl, and constitutes 75 to 80% of all Ig. IgA
corresponds to about 15%, with a plasma concentration of
70-400mg/dl, while IgM’s plasma concentration varies from
40 to 230mg/dl. The determination of immunoglobulin
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ABSTRACT
Infrared thermography is a technique that can detect anomalies in 
temperature patterns which can indicate some breast pathologies 
including breast cancer. One limitation of the method is the absence 
of standardised thermography interpretation procedures. Deep learn-
ing models have been used for pattern recognition and classi!cation 
of objects and have been adopted as an adjunct methodology in 
medical imaging diagnosis. In this paper, the use of a deep convolu-
tional neural network (CNN) with transfer learning is proposed to 
automatically classify thermograms into two classes (normal and 
abnormal). A population of 311 female subjects was considered 
analysing two approaches to test the CNN’s performance: one with 
a balanced class distribution and the second study in a typical screen-
ing cohort, with a low prevalence of abnormal thermograms. Results 
showed that the transfer-learned ResNet-101 model had a sensitivity 
of 92.3% and a speci!city of 53.8%, while with an unbalanced dis-
tribution the values were 84.6% and 65.3%, respectively. These results 
suggest that the model presented in this work can classify abnormal 
thermograms with high sensitivity which validates the use of infrared 
thermography as an adjunct method for breast cancer screening.
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Introduction

Breast cancer is the most common cancer in women worldwide and the third cause of 
death by malignant neoplasms in Mexican women [1,2]. The low survival rates can be 
explained mainly by the high proportion of women presenting with late-stage disease, if 
this disease is diagnosed in an early stage the survival rate is 90% [1]. The lack of access to 
health services in the country is one of the principal reasons that increment the mortality 
of this disease. Therefore, the use of techniques that help early detection could be 
a strategy to reduce the rate of deaths from breast cancer.
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